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Question 1. [Total Marks: 20] 
Given the following information on dependent variable Y and two independent variables X2 
and X3: 
Number of observations, n=15. 

- - - -2 Y = 1942.33, X2 = 2126.33, X3 = 8.0, IC~ - Y) = 830121.33, 

[ 
15 31895 120 l xx= 31895 68922.513 272144 

120 272144 1240 

[ 
29135 l ky = 62905821 

247934 

[

37.2324 -0.0225 
(xX)- 1 = -0.0225 0.00001 

1.3367 -0.0008 

y'y = 57,420 

1.3367 l 
-0.0008 
0.0540 

Residual Sum of Squares (RSS), I u/ = y'y- p Xy =1976.8557 
Explained Sum of Squares (ESS)= 828144.4778 
Total Sum of Squares (TSS) = 830121.333 
Answer the following questions: 

(a) Find p. 
(b) Fit the regression model of Yon X2 and X3. 
(c) Find R2 . 

(d) Develop ANOVA table and test the hypothesis H0 : {32 = {33 = 0. 

Question 2. [Total Marks: 20] 

(6 marks) 
(4 marks) 
(4marks) 
(6 marks) 

(a) Prove that in a classical linear regression model, OLS estimators have minimum variance. 
(10 marks) 

(b) How can the problem of heteroskedasticity be removed by the method of generalized 
least squares? (10 marks) 

Question 3. [Total Marks: 20] 
(a) Discuss the estimation of parameters of a regression model in presence of perfect 
multicollinearity. (10 marks) 
(b) Using matrix approach, prove that in a multiple regression model, the OLS estimators are 
unbiased. 

(10 marks) 
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Question 4. [Total Marks: 20] 
{a) List the assumptions of classical linear regression model. 
(b) What is identification problem? 
{b) Discuss the Koyck's approach to distributed lag models. 

Question 5. [Total Marks: 20] 

{6 marks) 
(4 marks) 

(10 marks) 

An investigator is interested in knowing whether the monthly family expenditure is related to 
the monthly family income. A sample of 10 families is selected at random, the detail is given 
below. 
Family 70 65 90 95 110 115 120 140 155 150 
consumption 
expenditure 
{USD):Y 
Family 80 100 120 140 160 180 200 220 240 260 
income 
{USD):X 

(a)Find the regression equation of monthly family consumption expenditure on the monthly 
family income. Predict the monthly family expenditure for monthly family income of USD 300. 

(15 marks) 
{b)What is the estimated change in the average monthly family expenditure with one unit 
change in the monthly family income? {2 marks) 
(c) How much variation in the monthly family consumption expenditure is explained by the 
monthly family income. {3 marks) 

--------------------------------------END OF QUESTION PAPER .................................................................. . 
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